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CHALLENGES

1 https://www.virten.net/vmware/esxi-release-build-number-history/
2 https://www.bizjournals.com/austin/stories/2002/01/07/daily14.html
3 https://www.crn.com/news/storage/199400218/emc-adds-bare-metal-recovery-by-acquiring-indigo-stone.htm
4 https://www.rubrik.com/blog/rubrik-sla-domain-settings-ops/

Rubrik was founded in 2014 to reinvent the data management software space which had not seen transformative innovation 
in 20 plus years. At that time the company was focused on all things modern - virtualization, cloud, APIs, DevOps, containers, 
etc… As the company grew, customers also asked Rubrik to take it’s simple and elegant design to other areas of the data 
center including databases (SQL Server, Oracle), NAS shares, and physical servers (Windows, Linux, AIX, Solaris).

VMware ESX 1.0 was released nearly 20 years ago but believe it or not there are still many physical servers still standing 
(mainly due to performance requirements) that need to be managed.1 Part of managing these physical assets is, of course, 
standard backup and recovery of the data residing on those servers. Before the era of virtualization, backup and recovery 
software vendors provided the ability to perform restores of the operating systems to similar or dissimilar hardware platforms 
using a feature called “bare metal restore” or BMR.

Supporting BMR is challenging for software companies. Some of the issues include:

• Finding the right version of the OS

• Re-applying patches to the correct level

• Finding and reinstalling drivers for specific hardware

• Reinstalling the backup agent

• Remembering the disk partitioning configurations and recreating them

Instead of writing their own software to support BMR, many backup software vendors partnered or acquired technologies 
- (VERITAS Software made the acquisition of a company called The Kernel Group (TKG)2 earlier in 2002 for its bare metal 
capabilities while EMC acquired a company called Indigo Stone in 2007 for its HomeBase BMR software.3

Even today many modern companies today are partnering with 3rd-party companies to address this gap in their software 
portfolios. Partnering with others is one way to solve the BMR problems but these technologies generally require separate 
management consoles, doubling the number of agents on the hosts, bloating the size of a single agent, and most importantly 
consuming more disk storage as the BMR images are usually separate from the “normal” backup images.

RUBRIK’S BMR DESIGN AND PROCESS FLOW
Rubrik’s maniacal desire to simplify what was once extremely complex in legacy backup and recovery software is everywhere 
within the product line: 

• Eliminating storage configuration complexity

• Increase operational efficiency by using software to automate the scheduling and retention of backups via Rubrik’s SLA 
Domain Policies4 

• Managing data replication and archival to cloud

• Google-like search functionality

• Simplifying restores using Instant Recovery

https://www.virten.net/vmware/esxi-release-build-number-history/
https://www.bizjournals.com/austin/stories/2002/01/07/daily14.html
https://www.crn.com/news/storage/199400218/emc-adds-bare-metal-recovery-by-acquiring-indigo-stone.htm
https://www.rubrik.com/blog/rubrik-sla-domain-settings-ops/
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To address these challenges of BMR for Linux, Rubrik looked towards the open source project Relax-and-Recover5 (ReaR6) . 
The approach the Relax-and-Recover project took fits well with Rubrik’s design philosophy. It allows for:

• Restore to dissimilar hardware: The product should support restores from one hardware platform to another.

• Remove the requirement and reliance of costly 3rd-party software (3rd party meaning another software company, non-
open source).

The Rubrik CDM integration with Relax and Recover allows Rubrik Cloud Data Management (CDM) to perform bare metal 
recovery of Linux systems that are supported by Relax-and-Recover. This is done by including the installed Rubrik CDM Rubrik 
Backup Service (RBS) connector files in the bootable image that is created by Relax-and-Recover. Relax-and-Recover itself 
works by producing a bootable image of a Linux system’s operating system. When the recovery system is booted from this 
image, it can repartition the target disks. Once that is done it initiates a restore from backup. Restores to different hardware are 
also possible, which can enable migrations. 

At a high level Linux servers (physical and virtual) are protected at a file level by installing RBS on them. In this example the 
/ and /data file systems are being protected. These file system level backups share the same characteristics as other Rubrik 
backup object types, incremental-forever backup approach, search/indexing, Instant Recovery/Live Mount, etc…

5 https://github.com/rear/rear
6 http://relax-and-recover.org/

https://github.com/rear/rear
http://relax-and-recover.org/
https://github.com/rear/rear
http://relax-and-recover.org/
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If this server is unable to boot and needs to be recovered at the bare metal level, a bootable image needs to be created. This 
is done by installing Relax-and-Recover along with the Rubrik RBS connector (step 1). After installing Relax-and-Recover its 
configuration file is updated to specify that Rubrik CDM is the backup software. The Rubrik integration with Relax-and-Recover 
causes it to include RBS in the bootable image. This allows the recovery system to access Rubrik CDM during restore. After the 
configuration file is updated, the command rear -v mkrescue is run to create a bootable image (step 2). The -v option is 
used to see the verbose output and troubleshoot any errors. 

One the rear -v mkrescue command is working properly it can be scheduled to run regularly in cron or via the Rubrik 
software as a pre-command to the backup (step 3). Having the bootable image file created by the Rubrik CDM fileset pre-
process step guarantees that any changes to the operating system are stored in the backups. Scheduling the boot image 
creation outside of Rubrik CDM, especially on a non-daily basis may result in the boot image not being current. 

By default rear -v mkrescue saves the ISO file to /var/lib/rear/output/rear-<hostname>.iso. Rubrik CDM will 
backup the ISO file from this location as part of a regular fileset backup. Alternatively the ISO file can be stored in another 
location that is easy to access. 

When it is time to recover the Linux server, either back to the same hardware or to new hardware, verify that the recovery 
system has a compatible disk layout with the Linux system that is being restored to it. See the Relax-and-Recover Layout 
configuration7 page for more details. Next burn the bootable image to boot media that is supported by the recovery system 
(step 4). The boot image can be recovered from Rubrik CDM by searching the Linux system’s backups if it was previously 
included in its fileset. Otherwise a copy of the bootable image will need to be obtained from whatever storage location it was 
saved to. 

The recovery system is booted using the newly created boot media (step 5). Once it is running the command rear recover 
is run on the recovery system (step 6). This command allows the parameters necessary to run the Rubrik RBS connector to be 
entered. It then starts the Rubrik RBS connector. After starting RBS, the rear recover command repartitions the recovery 
system’s disk to match what was on the original Linux server. Once the recovery system is repartitioned the rear recover 
command requests that the operator recover the file system data from Rubrik CDM. The operator then returns to the Rubrik 
console and performs an export of any data to restore, including the / file system. The export is redirected to the /mnt/local 
directory on the recovery system8. This directory points to the repartitioned file system(s) on the recovery system . If the 
original hardware is being restored to the export is performed directly. If the recovery system is not replacing the original Linux 
system the export is redirected to the new recovery system. 

Once the export process finishes on Rubrik CDM, return to the recovery system and exit the rear recover command prompt 
(step 8). At this point Relax-and-Recover will fix the operating system file permissions and set up the bootloader. When the 
process finishes the recovery system is rebooted (step 9). Upon reboot the Linux system will be recovered and ready for use.

Note: Care should be taken in this setup with the recovered Linux system’s networking. If static IP addresses were used 
the original IP address will be configured. This will cause a conflict if the original Linux system is still running. Booting the 
recovered Linux system in isolation and changing its IP address is advisable. Another issue may occur if DHCP was being 
used on the original Linux system and it was restored to new hardware. The MAC address of the recovered Linux system 
will have changed from the original causing it to get a new IP address. Any systems needing to access the recovered Linux 
system will need to use this new IP address. 

7 https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc
8 While booted from the bootable media the / file system on the recovery system points to the bootable media.

https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc
https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc
https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc
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LINUX BMR: A STEP-BY-STEP INSTRUCTION GUIDE

9 https://relax-and-recover.org/

INSTALLATION

At this time the only version of Relax-and-Recover that supports Rubrik CDM is in the master branch of the Relax-and-Recover 
project. That can be found here: https://github.com/rear/rear. Once the next release of Relax-and-Recover is produced the 
regular OS package installers can be used to install Relax-and-Recover with support for Rubrik CDM. This process is described 
in the Relax-and-Recover project website9. In the meantime the Relax-and-Recover is installed by running the make install 
command from within the cloned project directory.

1. Install the Rubrik RBS Agent as directed by the Rubrik Users Guide.

CentOS Example:

Run curl -kLOJ https://<rubirk_node_ip>/connector/rubrik-agent.x86_64.rpm

Run rpm -ihv rubrik-agent.x86_64.rpm

https://relax-and-recover.org/
https://github.com/rear/rear
https://relax-and-recover.org/


TECHNICAL WHITE PAPER | HOW IT WORKS: BARE METAL RECOVERY (BMR) FOR LINUX 7

2. Clone the Rear Project

Get the URL for the project:

Run git clone https://github.com/rear/rear.git

3. Install Relax-and-Recover

Run cd rear

Run make install

https://github.com/rear/rear.git
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CONFIGURATION

1. Edit /etc/rear/local.conf and enter:

# Sets output to an be an ISO file 
OUTPUT=ISO

# Specifies CDM as the backup and recovery application 
BACKUP=CDM

2. Optionally redirect the ISO file to a directory other than /var/lib/rear/output.

# Default “local” ISO directory (usually /var/lib/rear/output). However, to avoid
# duplicateISO images when also using the OUTPUT_URL variable with a file syntax, it is
# then better only to use ISO_DIR. Keep in mind that ISO_DIR works only with an absolute
# directory path and does not replace OUTPUT_URL which supports the NETFS syntax
# (to copy the ISO image across the network).
ISO_DIR=$VAR_DIR/output

3. To have Rubrik CDM create a create ISO during each backup, create or configure a fileset backup with the following 
properties:

a. Include at least the root (/) filesystem

b. Enable Pre/Post scripts. 

c. Add /usr/sbin/rear -v mkrescue as the Pre-Backup script path.

d. It is highly recommended to select Cancel Backup if Pre-Backup Script Fails. This will ensure that notifications are 
sent if the rear -v mkrescue command fails, instead of the backup failing silently.
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BACKUP

1. Before running scheduled backups using Relax-and-Recover, first make sure that an ISO can be made using the 
rear -v mkrescue command. By default this command will create an ISO file called /var/lib/rear/output/
rear-<hostname>.iso. If the rear -v mkrescue command fails, errors can be found in /var/log/rear/rear-
<hostname>.log. 

NOTE: See the Troubleshooting section if problems occur. Also refer to the Relax-and-Recover Troubleshooting10 page for 
other troubleshooting tips.

10 https://github.com/rear/rear/blob/master/doc/user-guide/08-troubleshooting.adoc

https://github.com/rear/rear/blob/master/doc/user-guide/08-troubleshooting.adoc
https://github.com/rear/rear/blob/master/doc/user-guide/08-troubleshooting.adoc
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2. Once the rear -v mkrescue command runs successfully scheduled backups of the system can be run.

RECOVERY

Currently the Rubrik CDM integration with Relax-and-Recover supports recovering to the original server and recovering 
to a new server. It also supports Linux systems with static IP addresses or DHCP IP addresses. Only interactive recovery is 
supported at this time.

PREREQUISITES

1. IP Address assignment

Before starting the recovery process verify how the IP addresses will be handled on the recovery system. If the original 
Linux system used static IP addresses, the recovery system will boot with this same IP address. If the original Linux 
system is being replaced and is down this may be fine. However, if the original Linux system is still running with the 
same static IP address the recovery system will need to be booted in isolation at first. While in isolation there will be an 
opportunity to change the static IP address to something new. 

If DHCP addresses were used on the original Linux system a new IP address will be assigned to the recovery system. No 
IP address conflict should occur.
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2. Boot image

A copy of the boot image that was created by Relax-and-Recover will be needed to execute the steps below. 

3. Hardware

Recovery to dissimilar hardware is supported. The disk layout and capacities must match or exceed the original Linux system 
though. See the Relax-and-Recover Layout configuration11 page for more details.

11 https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc

BOOTING THE RECOVERY SYSTEM

1. To begin the recovery process first obtain a copy of the recovery image.

a. Typically this will be rear-<hostname>.iso which was saved in /var/lib/rear/output/ on the protected 
system unless the default options have been changed. 

b. This file can be downloaded from a Rubrik fileset backup if it was protected as part of the filesystem data.

 

c. This file may have been stored externally as well.

2. Burn the rear-<hostname>.iso file to a bootable media that is compatible with the recovery system. 

3. Boot the recovery system using the bootable media that was created from the rear-<hostname>.iso file. 

https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc
https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc
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4. Select Automatic Recover <hostname> from the Relax-and-Recover boot menu.

a. This option automatically logs into the recovery system and runs rear recover. 

b. Selecting Recover <hostname> will present a login prompt. 

i. Enter any username (usually root). 

ii. This will present a command prompt. Run any commands needed before starting recovery.

1. In some cases stopping the Linux firewall is needed in this step.

iii. Run rear recover.

5. Recovering from the same Rubrik CDM cluster as the backup was performed is supported. Recovering from a Rubrik 
CDM cluster where the backup was replicated too is also supported. Recovering from the replica is useful for disaster 
recovery scenarios or migration where recovery to another datacenter is required. 

Indicate if you are recovering from the same Rubrik CDM cluster or a different one. 

a. If recovering from the same Rubrik cluster enter ‘y’.
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b. If recovering from a different Rubrik CDM cluster enter ‘n’. 

i. Enter the IP address for one of the Rubrik CDM nodes on the new cluster. This will cause Relax-and-
Recover to download the RBS client from the cluster and authorize the recovery system to restore from the 
new cluster. 
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6. Indicate if the same IP address is being used on the recovery server as on the original Linux server. 

a. Enter ‘y’ if the IP address of the recovery system is the same as the original Linux system. 

 

b. Enter ‘n’ if the IP address of the recovery system is different from the original Linux system. The recovery system’s 
unique Rubrik ID will be regenerated so that it does not conflict with the original Linux host. 
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7. Follow the prompts to properly repartition the recovery system’s disks. If failures occur on this step see the Relax-and-
Recover Layout configuration12 and the Relax-and-Recover Troubleshooting13 pages for troubleshooting tips.

 

8. When the rear> prompt appears, go to the Rubrik UI.

12 https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc
13 https://github.com/rear/rear/blob/master/doc/user-guide/08-troubleshooting.adoc

https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc
https://github.com/rear/rear/blob/master/doc/user-guide/08-troubleshooting.adoc
https://github.com/rear/rear/blob/master/doc/user-guide/06-layout-configuration.adoc
https://github.com/rear/rear/blob/master/doc/user-guide/08-troubleshooting.adoc
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RECOVER DATA

1. If the recovery system is using a different IP address than the original Linux system it must be registered in Rubrik CDM. 
Add a new Linux host using the Rubrik CDM GUI. Use the IP address of the recovery system if it is not in DNS or it’s 
hostname if it is in DNS. There is no need to download and install the RBS client. It was already included in the Relax-
and-Recover boot image.

 

2. Perform a Recover Files of at least the root file system for the original Linux system. All of the data for the Linux system 
can also be recovered in this step. The recovery needs to be redirected to /mnt/local as this is where the disks were 
mounted on the recovery system. The / (root) file system on the recovery system is from the boot media.
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a. If the recovery system is using the IP address of the original Linux system do the following:

i. Select Restore to separate folder.

ii. Enter /mnt/local for Export Path.

iii. Select Continue on restore errors.

b. If the recovery recovery system is using a different IP address than the original Linux system do the following:

i. Select Export. 

ii. Select the hostname or IP address of the recovery system.

iii. Enter /mnt/local for Export Path

iv. Select Ignore export errors
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3. Once Rubrik CDM finishes recovering the data return to the recovery system and type exit at the rear> prompt. 

4. Enter ‘y’ at the restore completion prompt question

5. Relax-and-Recover will do some housekeeping like fixing the root file system permissions and setting up the bootloader. 

6. Once the prompt returns, gracefully reboot the system by selecting ‘3’.

7. If the Relax-and-Recover boot loader starts, select the correct hard drive to boot from. 

8. Allow the system to boot normally and it will be restored.

9. Eject the boot media from the restored Linux system.
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KNOWN ISSUES

14 https://github.com/rear/rear
15 http://relax-and-recover.org/documentation/installation

The following are known to be issues at the time of this writing:

• Until Relax-and-Recover v2.6 has been released and downstream package installers created follow the instructions in 
note 3 below to install rear from the https://github.com/rear/rear project page14 using make install.

 ◦ Package installers can be made from the master branch by following these instructions15.

 ◦ The make install process may fail with missing packages on a given system. Install the missing packages and 
try again. For example a basic Ubuntu installation needs to also have the isolinux, binutils, genisoimage 
and syslinux packages installed.

• Recovery via IPv6 is not yet supported.

• Automatic recovery from replica CDM cluster is not supported

• Rubrik CDM may take some time to recognize that the IP address has moved from one system to another. When 
restoring using the same IP, give Rubrik CDM up to 10 minutes to recognize that the agent is running on another 
machine. This usually comes up during testing when the original machine is shutdown but not being restored to. 

• Recovery from a Rubirk CDM replication target cluster is only supported with CDM v4.2.1 and higher.

• Care must be taken with SUSE systems on DHCP. They tend to request the same IP as the original host. If this is not the 
desired behavior the recovery system should be booted in isolation and reconfigured after logging in with the Recover 
<hostname> boot option. 

• If multiple restores are performed using the same temporary IP, the temporary IP must first be deleted from Rubirk CDM 
under Servers & Apps -> Linux and Unix Servers and re-added upon each reuse.

• Relax-and-Recover’s ldd check of other binaries or libraries may result in libraries not being found. This can generally be 
worked around by adding the path to those libraries to the LD_LIBRARY_PATH variable in /etc/rear/local.conf. 
Do this by adding the following line in /etc/rear/local.conf:

export LD_LIBRARY_PATH-”$LD_LIBRARY_PATH:<path>”

 ◦ To make CentoOS v7.7 work the following line was needed:

export LD_LIBRARY_PATH=”$LD_LIBRARY_PATH:/usr/lib64/bind9-export”

 ◦ To make CentOS v8.0 work the following line was needed:

export LD_LIBRARY_PATH=”$LD_LIBRARY_PATH:/usr/lib64/bind9-export: \  
/usr/lib64/eog:/usr/lib64/python3.6/site-packages:/usr/lib64/samba: \  
/usr/lib64/firefox”

• Rear may not set the static IP on a system when the ISO boots. To workaround this set the following in /etc/rear/
local.conf:

https://github.com/rear/rear
http://relax-and-recover.org/documentation/installation
https://github.com/rear/rear
http://relax-and-recover.org/documentation/installation
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# Specify networking commands to reset static IP if the ReaR ISO doesn’t boot with a 
# static IP address 
NETWORKING_PREPARATION_COMMANDS=( ‘ip addr add <STATIC_IP_ADDRESS> dev eth0’ \ 
‘ip link set dev eth0 up’ \  
‘route add -net <LOCAL_SUBNET>>/<LOCAL_SUBNET_PREFIX/MASK> eth0’ \ 
‘route add default gw <DEFAULT_GATEWAY>’ ‘return’ )

See https://github.com/rear/rear/blob/master/usr/share/rear/conf/default.conf16 for more details on these options.

• When using the Rubrik CDM integration on virtual systems with 1GB of RAM, the recovery system may experience a 
kernel panic during boot. This can be worked around by increasing the RAM to 2GB. 

16 https://github.com/rear/rear/blob/master/usr/share/rear/conf/default.conf

TROUBLESHOOTING
If Relax-and-Recover is failing use the following troubleshooting tips to isolate the problem:

• Verify that Relax-and-Recover will recover the Linux system without using the CDM backup and restore method. Most 
errors are due to configuration with Relax-and-Recover itself and not Rubrik CDM. Use the default Relax-and-Recover 
backup and restore method to test this. 

• Follow the OS specific configuration guides as mentioned at the beginning of this document. 

• Example configurations for specific operating systems can be found in these links:

 ◦ Red Hat

https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/deployment_guide/ch-relax-
and-recover_rear

 ◦ Ubuntu

http://manpages.ubuntu.com/manpages/disco/en/man8/rear.8.html

 ◦ SUSE

https://en.opensuse.org/SDB:Disaster_Recovery 
https://documentation.suse.com/sle-ha/15-SP1/html/SLE-HA-all/cha-ha-rear.htm

 ◦ Generic

https://github.com/rear/rear

NOTE: Ignore any instructions to configure external storage like NFS, CIFS/SMB or ftp. Also ignore any instructions to 
configure a specific backup method. This will be taken care of in the next steps. 

NOTE: Ignore any instructions to schedule ReaR to run via the host based scheduler (cron). Rubrik CDM will run ReaR via a 
pre-script in the fileset. If this is not preferred ReaR can be scheduled on the host, however, the ISOs created may not be in 
sync with the backups.

https://github.com/rear/rear/blob/master/usr/share/rear/conf/default.conf
https://github.com/rear/rear/blob/master/usr/share/rear/conf/default.conf
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/deployment_guide/ch-relax-and-recover_rear
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/deployment_guide/ch-relax-and-recover_rear
http://manpages.ubuntu.com/manpages/disco/en/man8/rear.8.html
https://en.opensuse.org/SDB:Disaster_Recovery
https://documentation.suse.com/sle-ha/15-SP1/html/SLE-HA-all/cha-ha-rear.html
https://github.com/rear/rear
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